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Pennsylvania Commission on Sentencing 

FACTOR Score *
Gender

Female 0
Male 1

Age
Less than 24 3
24-29 2
30-49 1
50+ 0

County
Rural counties 0
Smaller, urban counties 1
Allegheny and 
Philadelphia 
Counties 

2

Total number of prior arrests 
0 0
1 1
2 to 4 2
5 to 12 3
13+ 4

Prior property arrests
No 0
Yes 1

Prior drug arrests
No 0
Yes 1

Property offender
No 0
Yes 1

Offense gravity score (OGS)
4+ 0
1 to 3 1

* Total Possible Range is 0 to 14. 

Table 1.  Risk Scale 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Validation 1 Sample: 2004-2006  
 
Sample Description.  Table 2 shows the description of the Development sample [N=17,798] and the first 
validation sample [N=17,750].  The samples are virtually identical, with no significant differences 
between them.  In both samples, most of the offenders were male [86%], from an urban county [83%], 
and had a mean age of 31.  Almost half, 45%, were Black, 44% were white, and about 9% were Hispanic.  
The average Offense Gravity Score was 5 [based on a scale of 1- 8 used for this sample], with the largest 
number of offenders being convicted of a drug offense [42%], followed by property [28%], personal 
[18%], firearms [4%], and other [6%] offenses.  About 47% of the sample had more than one current 
conviction.  The majority [85%] of offenders had at least one prior arrest, and had a previous arrest for a 
personal [53%], property [60%], and/or drug [54%] offense. Most of the offenders had prior convictions 
[70%], with a mean PRS of 2 [on a scale of 0 to 6].  The most common sentence imposed was jail [56%], 
with the remaining offenders receiving prison [12%], probation [19%], and county intermediate 
punishment [11%].   About 52% of the offenders in the sample were re-arrested within three years. 

 
 

 

 
 
 

Pennsylvania Commission on Sentencing 

Risk 
score N

% 
Arrested N

% 
Arrested N

% 
Arrested 

0 3 0.0 2 0.0 1 0.0
1 47 17.0 35 22.9 12 0.0
2 181 9.9 138 12.3 43 2.3
3 436 23.6 348 21.8 88 30.7
4 737 24.8 591 25.4 146 22.6
5 1,036 32.4 846 33.3 190 28.4
6 1,067 40.7 877 41.4 190 37.4
7 1,434 47.2 1,136 48.2 298 43.3
8 1,934 55.5 1,552 54.5 382 59.4
9 2,103 62.3 1,724 61.9 379 64.1
10 1,829 69.9 1,529 68.5 300 77.0
11 1,098 72.2 961 71.7 137 75.9
12 278 79.1 254 78.4 24 87.5
13 25 80.0 23 78.3 2 100.0
14 3 66.7 3 66.7 0 --

12,211 52.9 10,019 53.0 2,192 52.1

Jail only

Table 6. The Recidivsm rate by risk score for offenders who were incarcerated.

The two lowest and two highest risk scores are not depicted in 
figure due the low number of cases.
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Recidivism rate by risk score for prison and jail 
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The impact analysis was conducted for all possible risk categories where the recidivism rate was lower 
than the overall recidivism rate of 52%.  Thus, the analysis was conducted for all groupings of risk 
categories from 0-1 through 0-7.  The overall impact for all categories was to decrease incarceration, 
particularly jail sentences [See Appendix A for details in the shift in sentencing for each risk category].  
The number of offenders estimated to move from incarceration to probation ranged from 14 [lower risk 
defined as 0-1] to 1,052 [lower risk defined as 0-7]. 
 
However, it is important to also examine the recidivism rates and the False Positive/False Negative Ratio 
for these categories, along with the impact.   The False Positive/False Negative Ratio represents the 
number of offenders incorrectly predicted to reoffend for each person incorrectly predicted not to 
reoffend. For example, if we define lower risk as having a risk score of 0-1, the error rate for 
overpredicting arrest is high; for every person incorrectly predicted to not recidivate, there were 710 
offenders incorrectly predicted to recidivate.    The recidivism rate of 14% for this risk group of 0-1, 
however, is much lower than the overall average of 52%.    On the other hand, if lower risk is defined as 
having a risk score of 0-7, the error rate is low; for every offender incorrectly predicted to not recidivate, 
there was one offender incorrectly predicted to recidivate. However, the recidivism rate for this group is 
much higher at 35%, and includes offenders with recidivism rates of 47% [risk score of 7], close to the 
52% average recidivism rate.  If the major issue in determining the cut-off point for low risk is trying to 
ensure the lowest recidivism rate, this could result in overincarceration.  If the major issue is trying to 
reduce incarceration, then this could result in higher recidivism rates. These two examples are the 
extremes, and the cut-off point for defining lower risk offenders would most likely lie between these 
groups, balancing the issues of recidivism and incarceration.  
 
Approach 2: Incarcerated Offenders 
 
An alternative approach to the identification of lower risk offenders would be to identify those offenders 
appropriate for diversion from incarceration.  For this approach, only those offenders who were 
incarcerated were included in the analysis.  [There were 320 offenders who had an Offense Gravity Score 
of 9 who were removed from this analysis, as they were deemed to be inappropriate candidates for 
diversion].   
 
Table 6 shows the number of offenders incarcerated [prison and jail combined], as well as the number 
sentenced to prison and jail separately, by risk score.  The overall recidivism rate was virtually the same 
for offenders going to prison [52%] and jail [53%].   Further, the recidivism rate by risk score was similar 
regardless of sentence type.    
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Violence Risk Appraisal Guide (Quinsey et al, 2006) 
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*Source: American Psychological Association; Quinsey, Harris, Rice and Cormier, 2nd Edition (2006); Violent Offenders: 
Appraising and Managing Risk; APA, Washington D.C. 
 

Violence Risk Appraisal Guide (VRAG) Items: 
 
1. Lived with both biological parents to age 16 
(except for death of parent): 
Yes ........................................................... -2 
No ............................................................ +3 
Evidence: 
 
2. Elementary School Maladjustment: 
No Problems............................................. -1 
Slight (Minor discipline or attendance) 
or Moderate Problems............................. +2 
Severe Problems (Frequent disruptive 
behavior and/or attendance or behavior 
resulting in expulsion or serious 
suspensions) ........................................... +5 
(Same as CATS Item) 
 
3. History of alcohol problems (Check if 
present): 
˜ Parental Alcoholism  ˜ Teenage Alcohol Problem 
˜ Adult Alcohol Problem  ˜ Alcohol involved in prior offense 
˜ Alcohol involved in index offense 

No boxes checked.................................... -1 
1 or 2 boxes checked .............................. . 0 
3 boxes checked ..................................... +1 
4 or 5 boxes checked .............................. +2 
Evidence: 

 
4. Marital status (at the time of or prior to index 
offense): 
Ever married (or lived common law in the 
same home for at least six months) ......... -2 
Never married.......................................... +1 
Evidence: 
 
5. Criminal history score for nonviolent 
offenses prior to the index offense 
Score 0 ..................................................... -2 
Score 1 or 2...............................................  0 
Score 3 or above ..................................... +3 
(from the Cormier-Lang system, see below) 
 
6. Failure on prior conditional release (includes 
parole or probation violation or revocation, 
failure to comply, bail violation, and any new 
arrest while on conditional release): 
No...............................................................0 
Yes .......................................................... +3 
Evidence: 
 
7. Age at index offense 
Enter Date of Index Offense: ___/___/_____ 
Enter Date of Birth: ___/___/_____ 
Subtract to get Age: 
39 or over ................................................. -5 
34 - 38 ...................................................... -2 
28 - 33 ...................................................... -1 
27 ...............................................................0 
26 or less.................................................  +2 

8. Victim Injury (for index offense; the most 
serious is scored): 
Death........................................................ -2 
Hospitalized................................................0 
Treated and released............................... +1 
None or slight (includes no victim)........... +2 
Note: admission for the gathering of forensic 
evidence only is NOT considered as either 
treated or hospitalized; ratings should be 
made based on the degree of injury. 
Evidence: 
 
9. Any female victim (for index offense) 
Yes ........................................................... -1 
No (includes no victim)............................. +1 
Evidence: 
 
10. Meets DSM criteria for any personality 
disorder (must be made by appropriately 
licensed or certified professional) 
No............................................................. -2 
Yes .......................................................... +3 
Evidence: 
 
11. Meets DSM criteria for schizophrenia (must 
be made by appropriately licensed or 
certified professional) 
Yes ........................................................... -3 
No ............................................................ +1 
Evidence: 
 
12. a. Psychopathy Checklist score (if available, 
otherwise use item 12.b. CATS score)........ 
4 or under ................................................. -3 
5 – 9.......................................................... -3 
10-14 ........................................................ -1 
15-24 ......................................................... 0 
25-34 ....................................................... +4 
35 or higher ........................................... +12 
Note: If there are two or more PCL scores, 
average the scores. 
Evidence: 
 
12. b. CATS score (from the CATS worksheet) 
0 or 1 ........................................................ -3 
2 or 3 ..........................................................0 
4 ...............................................................+2 
5 or higher ............................................... +3 
 
 
12. WEIGHT (Use the highest circled weight 
from 12 a. or 12 b.) .........................  _____ 
 
TOTAL VRAG SCORE (SUM CIRCLED 
SCORES FOR ITEMS 1 – 11 PLUS THE 
WEIGHT FOR ITEM 12):   _________ 

Page 9 of 14 
 

*Source: American Psychological Association; Quinsey, Harris, Rice and Cormier, 2nd Edition (2006); Violent Offenders: 
Appraising and Managing Risk; APA, Washington D.C. 
 

 
VRAG 

 
 

VRAG Score Category of Risk 
  

-24 Low 
-23 Low 
-22 Low 
-20 Low 
-19 Low 
-18 Low 
-17 Low 
-16 Low 
-15 Low 
-14 Low 
-13 Low 
-12 Low 
-11 Low 
-10 Low 
-9 Low 
-8 Low 
-7 Medium 
-6 Medium 
-5 Medium 
-4 Medium 
-3 Medium 
-2 Medium 
-1 Medium 
0 Medium 
1 Medium 
2 Medium 
3 Medium 
4 Medium 
5 Medium 
6 Medium 
7 Medium 
8 Medium 
9 Medium 

10 Medium 
11 Medium 
2 Medium 

13 Medium 
14 High 
15 High 
16 High 
17 High 
18 High 
19 High 
20  High 
21 High 
22 High 
23 High 
24 High 
25 High 
26 High 
28 High 
32 High 

 
 



Should we have experts create it and validate it 
afterwards? 
 
Should we do manual feature selection and 
round logistic regression coefficients? 
 
Should we actually solve it? 

 

Is there a principled way to create scoring systems? 



Supersparse Linear Integer Models (SLIM)

Accuracy
Sparsity

Meaningful 
Coefficients 

Co-prime 
Coefficients

  
min
λ∈L

C+
1
n+

1
(xTλ )≤0

i:yi =1
∑ + C−

1
n−

1
(xTλ )≥0

i:yi =−1
∑

⎛

⎝⎜
⎞

⎠⎟
+ C0‖λ‖0 +ε‖λ‖1

 
λ ∈L means that ∀j, λ j ∈{−10,−9,...,0,...,9,10}

(2,2,4,2,6)	è	(1,1,2,1,3)	



Supersparse Linear Integer Models (SLIM)

Accuracy Sparsity

Meaningful 
Coefficients 

Co-prime 
Coefficients

  
min
λ∈L

C+
1
n+

1
(xTλ )≤0

i:yi =1
∑ + C−

1
n−

1
(xTλ )≤0

i:yi =−1
∑

⎛

⎝⎜
⎞

⎠⎟
+ C0‖λ‖0 +ε‖λ‖1

 
λ ∈L means that ∀j, λ j ∈{−10,−9,...,0,...,9,10}

Provably	none.	

How	much	training	accuracy	do	I	sacrifice	for	one	fewer	
term	in	the	model?	 C0	

How	much	training	accuracy	do	I	trade	for	co-prime	
coefficients?		
Could	there	be	a	sparser	model	with	equivalent	training	
accuracy?		Provably	not.	



Supersparse Linear Integer Models (SLIM)

Accuracy Sparsity

Meaningful 
Coefficients 

Co-prime 
Coefficients

  
min
λ∈L

C+
1
n+

1
(xTλ )≤0

i:yi =1
∑ + C−

1
n−

1
(xTλ )≤0

i:yi =−1
∑

⎛

⎝⎜
⎞

⎠⎟
+ C0‖λ‖0 +ε‖λ‖1

 
λ ∈L means that ∀j, λ j ∈{−10,−9,...,0,...,9,10}

Can	I	get	a	model	that	is	opHmal	for	a	parHcular	
sensiHvity/specificity	(TP/FP)	tradeoff?		
	



Supersparse Linear Integer Models (SLIM)

Accuracy Sparsity

Meaningful 
Coefficients 

Co-prime 
Coefficients

  
min
λ∈L

C+
1
n+

1
(xTλ )≤0

i:yi =1
∑ + C−

1
n−

1
(xTλ )≤0

i:yi =−1
∑

⎛

⎝⎜
⎞

⎠⎟
+ C0‖λ‖0 +ε‖λ‖1

 
λ ∈L means that ∀j, λ j ∈{−10,−9,...,0,...,9,10}

Does	Lasso+rounding	give	the	same	result?		
	 No.	Can	be	a	lot	worse.		



SLIM MIP 

Ustun and Rudin: Methods and Models for Interpretable Linear Classification
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When we train SLIM scoring systems with the 0–1 loss function, the regularization parameter

C
0

can be set as the maximum accuracy we are willing to sacrifice to remove one feature from the

optimal classifier. We can restrict C
0

2 [ 1

NP

,1 � 1

N

] as setting C
0

< 1

NP

is guaranteed to produce

a classifier with the highest possible training accuracy while setting C
0

> 1 � 1

N

is guaranteed to

produce a classifier with the highest possible sparsity. Given C
0

and L, we set ✏<
min (

1

N ,C

0

)

max

�2Lk�k
1

so

that the maximum value of the `
1

-penalty ✏ ·max
�2L k�k

1

is smaller than the unit value of accuracy

and sparsity in the objective of (4). This ensures that the `
1

-penalty is small enough to restrict

coe�cients to coprime values without a↵ecting accuracy or sparsity.

We can train a SLIM scoring system with the 0–1 loss function by solving the following IP:

min
�, ,�,↵,�

1

N

N

X

i=1

 
i

+
P

X

j=1

�
j

s.t. M
i

 
i

� ��
P

X

j=0

y
i

�
j

x
i,j

i= 1,...,N 0–1 loss (5a)

�
j

= C
0

↵
j

+ ✏�
j

j = 1,...,P int. penalty (5b)
�⇤

j

↵
j

 �
j

 ⇤
j

↵
j

j = 1,...,P `
0

norm (5c)
��

j

 �
j

 �
j

j = 1,...,P `
1

norm (5d)
�
j

2 L
j

j = 0,...,P int. set

 
i

2 {0,1} i= 1,...,N loss variables

�
j

2 R
+

j = 1,...,P int. penalty variables

↵
j

2 {0,1} j = 1,...,P `
0

variables

�
j

2 R
+

j = 1,...,P `
1

variables

Here, the constraints in (5a) set the loss variables  
i

= [y
i

�

T

x

i

 0] to 1 if a linear classifier with

coe�cients � misclassifies example i. This is a Big-M formulation for the 0–1 loss that depends

on scalar parameters � and M
i

(see e.g. Rubin 2009). The value of M
i

represents the “maximum

score when example i is misclassified”, and can be set as M
i

= max
�2L(� � y

i

�

T

x

i

) which is easy

to compute since the �
j

are restricted to a discrete set. The value of � represents the “margin” and

should technically be set as a lower bound on y
i

�

T

x

i

. When the features are binary, � can be set to

any value between 0 and 1. In other cases, the lower bound is di�cult to calculate exactly, so we set

� = 0.1, which makes an implicit assumption on the values of the features. The constraints in (5b)

define the total interpretability penalty for each coe�cient as �
j

=C
0

↵
j

+✏�
j

, where ↵
j

= [�
j

6= 0]

is defined by the constraints in (5c), and �
j

= |�
j

| is defined by the constraints in (5d). We represent

the largest absolute value of each coe�cient using the parameters ⇤
j

= max
�j2Lj

|�
j

|.

3.2. Personalized Models

A Personalized Integer Linear Model (PILM) is a generalization of a Supersparse Linear Integer

Model that provides fine-grained soft control over the interpretability of coe�cients. To use this

model, users define R+ 1 interpretability sets,

Lr = {l
r,1

, . . . , l
r,Kr} for r = 0, . . . ,R,

(Code	is	publicly	available)	



Recidivism Prediction Problems 
Recidivism of Prisoners Released in 1994 (Source: US DOJ BJS) 

N = 33,796 prisoners tracked for 3 years after release from prison in 1994 

P = 49 binary input variables 
§  male, female 
§  prior_drug_abuse, prior_alcohol_abuse 
§  age_of_1st_arrest, age_of_1st_confinement, prior_arrests, prior_prison_time 
§  age_at_release,  time_served, type of release, infraction_in_prison 

Prediction Problem P(yi =+1) Outcome (rearrested in 3 year after release) 

arrest 59.0% for any crime 

drug 20.0% for drug crime (e.g. possession, trafficking, etc.) 

general_violence 19.1% for violent crime (e.g. robbery, aggravated assault) 

domestic_violence 3.5% for domestic violence crime 

sexual_violence 3.0% for sexual violence crimes 

fatal_violence 0.7% for murder or manslaughter  
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● ● ● ● ● ● ● ● ●   Boosting      C5.0R         C5.0T         CART          Lasso         Ridge         RF            SLIM          SVM RBF    
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● ● ● ● ● ● ● ● ●   Boosting      C5.0R         C5.0T         CART          Lasso         Ridge         RF            SLIM          SVM RBF    

● ● ● ● ● ● ● ● ●   Boosting      C5.0R         C5.0T         CART          Lasso         Ridge         RF            SLIM          SVM RBF    
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● ● ● ● ● ● ● ● ●   Boosting      C5.0R         C5.0T         CART          Lasso         Ridge         RF            SLIM          SVM RBF    

Method Algorithm-
AUC

SLIM 0.72

Boosting 0.74

SVM RBF 0.72

RF 0.73

Ridge 0.73

Lasso 0.72

C5.0R 0.72

C5.0T 0.72

CART 0.68

Tr
ue

 P
os

iti
ve

 R
at

e
(S

en
si

tiv
ity

)	
arrest



0%

20%

40%

60%

80%

100%

0% 20% 40% 60% 80% 100%
False Positive Rate

Tr
ue

 P
os

iti
ve

 R
at

e
general violence

● ● ● ● ● ● ● ● ●   Boosting      C5.0R         C5.0T         CART          Lasso         Ridge         RF            SLIM          SVM RBF    

● ● ● ● ● ● ● ● ●   Boosting      C5.0R         C5.0T         CART          Lasso         Ridge         RF            SLIM          SVM RBF    

● ● ● ● ● ● ● ● ●   Boosting      C5.0R         C5.0T         CART          Lasso         Ridge         RF            SLIM          SVM RBF    

● ● ● ● ● ● ● ● ●   Boosting      C5.0R         C5.0T         CART          Lasso         Ridge         RF            SLIM          SVM RBF    

● ● ● ● ● ● ● ● ●   Boosting      C5.0R         C5.0T         CART          Lasso         Ridge         RF            SLIM          SVM RBF    

● ● ● ● ● ● ● ● ●   Boosting      C5.0R         C5.0T         CART          Lasso         Ridge         RF            SLIM          SVM RBF    

● ● ● ● ● ● ● ● ●   Boosting      C5.0R         C5.0T         CART          Lasso         Ridge         RF            SLIM          SVM RBF    

● ● ● ● ● ● ● ● ●   Boosting      C5.0R         C5.0T         CART          Lasso         Ridge         RF            SLIM          SVM RBF    

● ● ● ● ● ● ● ● ●   Boosting      C5.0R         C5.0T         CART          Lasso         Ridge         RF            SLIM          SVM RBF    

Method "AUC"

SLIM 0.71

Boosting 0.72

SVM RBF 0.69

RF 0.71

Ridge 0.72

Lasso 0.72

C5.0R 0.56

C5.0T 0.57

CART 0.56
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sexual violence

● ● ● ● ● ● ● ● ●   Boosting      C5.0R         C5.0T         CART          Lasso         Ridge         RF            SLIM          SVM RBF    

● ● ● ● ● ● ● ● ●   Boosting      C5.0R         C5.0T         CART          Lasso         Ridge         RF            SLIM          SVM RBF    

● ● ● ● ● ● ● ● ●   Boosting      C5.0R         C5.0T         CART          Lasso         Ridge         RF            SLIM          SVM RBF    

● ● ● ● ● ● ● ● ●   Boosting      C5.0R         C5.0T         CART          Lasso         Ridge         RF            SLIM          SVM RBF    

● ● ● ● ● ● ● ● ●   Boosting      C5.0R         C5.0T         CART          Lasso         Ridge         RF            SLIM          SVM RBF    

● ● ● ● ● ● ● ● ●   Boosting      C5.0R         C5.0T         CART          Lasso         Ridge         RF            SLIM          SVM RBF    

● ● ● ● ● ● ● ● ●   Boosting      C5.0R         C5.0T         CART          Lasso         Ridge         RF            SLIM          SVM RBF    

● ● ● ● ● ● ● ● ●   Boosting      C5.0R         C5.0T         CART          Lasso         Ridge         RF            SLIM          SVM RBF    

● ● ● ● ● ● ● ● ●   Boosting      C5.0R         C5.0T         CART          Lasso         Ridge         RF            SLIM          SVM RBF    

Method "AUC"

SLIM 0.70

Boosting 0.70

SVM RBF 0.70

RF 0.54

Ridge 0.72

Lasso 0.72

C5.0R 0.50

C5.0T 0.50

CART 0.51

Tr
ue

 P
os

iti
ve

 R
at

e

False Positive Rate

Tr
ue

 P
os

iti
ve

 R
at

e
(S

en
si

tiv
ity

)	



0%

20%

40%

60%

80%

100%

0% 20% 40% 60% 80% 100%
False Positive Rate

Tr
ue

 P
os

iti
ve

 R
at

e

False Positive Rate
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Fig. 2. Risk calibration plot for arrest.

• The CART model also allows users to make predictions without a calculator. In comparison to the SLIM
model, however, the hierarchical structure of the CART model makes it difficult to gauge the relationship of
each input variable on the predicted outcome. Consider, for instance, the relationship between age at release
and the outcome. In this case, users are immediately aware that there is an effect, as the model branches
on the variables age at release�40 and age at release 18 to 24. However, the effect is difficult to compre-
hend since it depends on prior arrests for misdemeanor: if prior arrests�5 = 1 and age at release 18 to 24
= 1 then the model predicts ŷ = +1; if prior arrests�5 = 0 and age at release�40 = 0 then ŷ = +1; how-
ever, if prior arrests�5 = 0 and age at release�40 = 1 then ŷ = +1 only if prior arrest for misdemeanor
= 1. Such issues do not affect linear models such as SLIM and Lasso, where users can immediately gauge
the direction and strength of the relationship between a input variable and the predicted outcome by the size
and sign of a coefficient. The literature on interpretability in machine learning indicates that interpretability
is domain-specific; there are some domains where logical models are preferred over linear models, and vice
versa (e.g., Freitas, 2014).

PREDICT ARREST FOR ANY OFFENSE IF SCORE > 1

1. age at release 18 to 24 2 points · · · · · ·
2. prior arrests�5 2 points + · · · · · ·
3. prior arrest for misdemeanor 1 point + · · · · · ·
4. no prior arrests -1 point + · · · · · ·
5. age at release�40 -1 point + · · · · · ·

ADD POINTS FROM ROWS 1–5 SCORE = · · · · · ·

Fig. 3. SLIM scoring system for arrest. This model has a test TPR/FPR of 76.6%/44.5%, and a mean 5-CV
validation TPR/FPR of 78.3%/46.5%.

PREDICT arrest if   

age_at_release_18_to_24 

OR  prior_arrests ≥ 5 AND age_at_release ≤ 40 

OR  prior_arrests ≥ 5 AND age_at_release ≥ 40 AND misdemeanor 
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PREDICT ARREST FOR GENERAL VIOLENCE OFFENSE IF SCORE > 7

1. prior arrest for general violence 8 points · · · · · ·
2. prior arrest for misdemeanor 5 points + · · · · · ·
3. infraction in prison 3 points + · · · · · ·
4. prior arrest for local ord 3 points + · · · · · ·
5. prior arrest for property 2 points + · · · · · ·
6. prior arrest for fatal violence 2 points + · · · · · ·
7. prior arrest with firearms involved 1 point + · · · · · ·
8. age at release�40 -7 points + · · · · · ·

ADD POINTS FROM ROWS 1-8 SCORE = · · · · · ·

Fig. 7. SLIM scoring system for general violence. This model has a test TPR/FPR of 76.7%/45.4%, and
a mean 5-CV validation TPR/FPR of 76.8%/47.6%.

PREDICT ARREST FOR DOMESTIC VIOLENCE OFFENSE IF SCORE > 3

1. prior arrest for misdemeanor 4 points · · · · · ·
2. prior arrest for felony 3 points + · · · · · ·
3. prior arrest for domestic violence 2 points + · · · · · ·
4. age 1st confinement 18 to 24 1 point + · · · · · ·
5. infraction in prison -5 points + · · · · · ·

ADD POINTS FROM ROWS 1-5 SCORE = · · · · · ·

Fig. 8. SLIM scoring system for domestic violence. This model has a test TPR/FPR of 85.5%/46.0%, and
a mean 5-CV validation TPR/FPR of 81.4%/48.0%.

PREDICT ARREST FOR SEXUAL VIOLENCE OFFENSE IF SCORE > 2

1. prior arrest for sexual 3 points · · · · · ·
2. prior arrests�5 1 point + · · · · · ·
3. multiple prior jail time 1 point + · · · · · ·
4. prior arrest for multiple types of crime -1 point + · · · · · ·
5. no prior arrests -2 points + · · · · · ·

ADD POINTS FROM ROWS 1-5 SCORE = · · · · · ·

Fig. 9. SLIM scoring system for sexual violence. This model has a test TPR/FPR of 44.3%/17.7%, and a
mean 5-CV validation TPR/FPR of 43.7%/19.9%.

PREDICT ARREST FOR FATAL VIOLENCE OFFENSE IF SCORE > 4

1. age 1st confinement17 5 points · · · · · ·
2. prior arrest with firearms involved 3 points + · · · · · ·
3. age 1st confinement 18 to 24 2 points + · · · · · ·
4. prior arrest for felony 2 points + · · · · · ·
5. age at release 18 to 24 1 point + · · · · · ·
6. prior arrest for drugs 1 point + · · · · · ·

ADD POINTS FROM ROWS 1-6 SCORE = · · · · · ·

Fig. 10. SLIM scoring system for fatal violence. This model has a test TPR/FPR of 55.4%/35.5%, and a
mean 5-CV validation TPR/FPR of 64.2%/42.4%.

Test TPR/FPR:   76.6/44.5% 
Validation TPR/FPR:  81.4/48.0% 
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Test TPR/FPR:   76.7/45.4% 
Validation TPR/FPR:  76.8/47.6% 
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Fig. 7. SLIM scoring system for general violence. This model has a test TPR/FPR of 76.7%/45.4%, and
a mean 5-CV validation TPR/FPR of 76.8%/47.6%.
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4. age 1st confinement 18 to 24 1 point + · · · · · ·
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Fig. 8. SLIM scoring system for domestic violence. This model has a test TPR/FPR of 85.5%/46.0%, and
a mean 5-CV validation TPR/FPR of 81.4%/48.0%.
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4. prior arrest for multiple types of crime -1 point + · · · · · ·
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Fig. 9. SLIM scoring system for sexual violence. This model has a test TPR/FPR of 44.3%/17.7%, and a
mean 5-CV validation TPR/FPR of 43.7%/19.9%.
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mean 5-CV validation TPR/FPR of 64.2%/42.4%.
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Fig. 7. SLIM scoring system for general violence. This model has a test TPR/FPR of 76.7%/45.4%, and
a mean 5-CV validation TPR/FPR of 76.8%/47.6%.

PREDICT ARREST FOR DOMESTIC VIOLENCE OFFENSE IF SCORE > 3

1. prior arrest for misdemeanor 4 points · · · · · ·
2. prior arrest for felony 3 points + · · · · · ·
3. prior arrest for domestic violence 2 points + · · · · · ·
4. age 1st confinement 18 to 24 1 point + · · · · · ·
5. infraction in prison -5 points + · · · · · ·
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Fig. 8. SLIM scoring system for domestic violence. This model has a test TPR/FPR of 85.5%/46.0%, and
a mean 5-CV validation TPR/FPR of 81.4%/48.0%.

PREDICT ARREST FOR SEXUAL VIOLENCE OFFENSE IF SCORE > 2

1. prior arrest for sexual 3 points · · · · · ·
2. prior arrests�5 1 point + · · · · · ·
3. multiple prior jail time 1 point + · · · · · ·
4. prior arrest for multiple types of crime -1 point + · · · · · ·
5. no prior arrests -2 points + · · · · · ·

ADD POINTS FROM ROWS 1-5 SCORE = · · · · · ·

Fig. 9. SLIM scoring system for sexual violence. This model has a test TPR/FPR of 44.3%/17.7%, and a
mean 5-CV validation TPR/FPR of 43.7%/19.9%.

PREDICT ARREST FOR FATAL VIOLENCE OFFENSE IF SCORE > 4

1. age 1st confinement17 5 points · · · · · ·
2. prior arrest with firearms involved 3 points + · · · · · ·
3. age 1st confinement 18 to 24 2 points + · · · · · ·
4. prior arrest for felony 2 points + · · · · · ·
5. age at release 18 to 24 1 point + · · · · · ·
6. prior arrest for drugs 1 point + · · · · · ·
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Fig. 10. SLIM scoring system for fatal violence. This model has a test TPR/FPR of 55.4%/35.5%, and a
mean 5-CV validation TPR/FPR of 64.2%/42.4%.
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a mean 5-CV validation TPR/FPR of 76.8%/47.6%.
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Fig. 9. SLIM scoring system for sexual violence. This model has a test TPR/FPR of 44.3%/17.7%, and a
mean 5-CV validation TPR/FPR of 43.7%/19.9%.
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1. age 1st confinement17 5 points · · · · · ·
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Fig. 2. Risk calibration plot for arrest.

• The CART model also allows users to make predictions without a calculator. In comparison to the SLIM
model, however, the hierarchical structure of the CART model makes it difficult to gauge the relationship of
each input variable on the predicted outcome. Consider, for instance, the relationship between age at release
and the outcome. In this case, users are immediately aware that there is an effect, as the model branches
on the variables age at release�40 and age at release 18 to 24. However, the effect is difficult to compre-
hend since it depends on prior arrests for misdemeanor: if prior arrests�5 = 1 and age at release 18 to 24
= 1 then the model predicts ŷ = +1; if prior arrests�5 = 0 and age at release�40 = 0 then ŷ = +1; how-
ever, if prior arrests�5 = 0 and age at release�40 = 1 then ŷ = +1 only if prior arrest for misdemeanor
= 1. Such issues do not affect linear models such as SLIM and Lasso, where users can immediately gauge
the direction and strength of the relationship between a input variable and the predicted outcome by the size
and sign of a coefficient. The literature on interpretability in machine learning indicates that interpretability
is domain-specific; there are some domains where logical models are preferred over linear models, and vice
versa (e.g., Freitas, 2014).

PREDICT ARREST FOR ANY OFFENSE IF SCORE > 1

1. age at release 18 to 24 2 points · · · · · ·
2. prior arrests�5 2 points + · · · · · ·
3. prior arrest for misdemeanor 1 point + · · · · · ·
4. no prior arrests -1 point + · · · · · ·
5. age at release�40 -1 point + · · · · · ·

ADD POINTS FROM ROWS 1–5 SCORE = · · · · · ·

Fig. 3. SLIM scoring system for arrest. This model has a test TPR/FPR of 76.6%/44.5%, and a mean 5-CV
validation TPR/FPR of 78.3%/46.5%.

Dataset recidivism v01 rearrest

Method Name risk slim

XID O00C5T5

HID U000

Parameter - C 0 C0 min

Parameter - max L0 5

Metric All Data K-Fold CV

AUC 0.701
0.697

0.688 - 0.711

Mean Cross Entropy 0.609
0.609

0.602 - 0.615

Mean Cal Error (10 bins) 2.6%
1.7%

0.6 - 2.6%

Max Cal Error (10 bins) 6.6%
6.6%

4.8 - 9.6%

# of Distinct Scores 6.0
5.4
5 - 6

Avg Cal Error @ Distinct Scores 2.6%
1.7%

0.6 - 2.6%

Max Cal Error @ Discrete Scores 6.6%
6.6%

4.8 - 9.6%

TPR at 0.5 65.5%
67.4%

65.4 - 69.5%

FPR at 0.5 33.1%
34.9%

31.5 - 37.2%

Model Size 5
5

5 - 5

Error at 0.5 33.6%
33.6%

32.7 - 34.2%

% of Trivial Models 0.0
NA

NA - NA

1. prior arrests � 2 1 point · · · · · ·
2. prior arrests � 5 1 point + · · · · · ·
3. prior arrests for local ordinance 1 point + · · · · · ·
4. age at release 18 to 24 1 point + · · · · · ·
5. age at release � 40 -1 point + · · · · · ·

ADD POINTS FROM ROWS 1-5 SCORE = · · · · · ·

SCORE -1 0 1 2 3 4

RISK 11.9% 26.9% 50.0% 73.1% 88.1% 95.3%

Decision-Making 
Model 

Risk Assessment 
Model 



Risk-Calibrated SLIM 

Logistic  
Loss 

Model  
Size 

Small  
Integer  

Coefficients 

Ustun and Rudin, 2017 
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λ ∈L means that ∀j, λ j ∈{−10,−9,...,0,...,9,10}



Risk-Calibrated SLIM 

Logistic  
Loss 

Model  
Size 

Ustun and Rudin, 2017 

  
min
λ∈L

1
n

log(1+ e−xTλ )
i=1

n

∑ + C0‖λ‖0

 
λ ∈L means that ∀j, λ j ∈{−10,−9,...,0,...,9,10}

•  Specialized	cu`ng-plane	methods	
•  Scales	to	large	samples	



RiskSlim Model for Arrest 



Elaine	Angelino	

Daniel	Alabi	

Nicholas	
Larus-Stone	 Margo	Seltzer	

Berk	Ustun	
Jiaming	Zeng	



Rule List Models (Decision Lists) 

o  if (age = 18-20) then Recidivism = yes 
o  else if (male and age = 21-25) then Recidivism = yes 
o  else if (age = 26-30 and priors = 2-3) then Recidivism = yes 
o  else if (priors > 3) then Recidivism = yes 
o  else (no) 



Rule List Models (Decision Lists) 

o  if (age = 18-20) then Recidivism = yes 
o  else if (male and age = 21-25) then Recidivism = yes 
o  else if (age = 26-30 and priors = 2-3) then Recidivism = yes 
o  else if (priors > 3) then Recidivism = yes 
o  else (no) 

•  Interpretable,	logical	
•  ComputaHonally	hard	to	compute	from	data		



§  With Elaine Angelino, Daniel Alabi, Nicholas Larus-
Stone, Margo Seltzer 

§  Minimizes: errors + C* #rules 
§  Uses custom branch-and-bound. 

§  Mines high-frequency itemsets, assembles rule list 
§  Fast bit-vector calculations, careful data structures  
§  Knowledge of symmetry for rule lists 
§  Theorems: Prefixes of rule lists that are too inaccurate or 

provably non-interpretable are removed (along with 
descendants) 

§  Creates a certificate of optimality – provides best-in-class 
accuracy/interpretability tradeoff 

A new method for rule list learning 

o 	if	(age	=	18-20)	then	Recidivism	=	yes	
o 	else	if	(male	and	age	=	21-25)	then	Recidivism	=	yes	
o 	else	if	(age	=	26-30	and	priors	=	2-3)	then	Recidivism	=	yes	
o 	else	if	(priors	>	3)	then	Recidivism	=	yes	
o 	else	(no)	



A new method for rule list learning 

§  With Elaine Angelino, Daniel Alabi, Nicholas Larus-
Stone, Margo Seltzer 

§  Minimizes: errors + C* #rules 
§  Uses custom branch-and-bound. 

§  Mines high-frequency itemsets, assembles rule list 
§  Fast bit-vector calculations, careful data structures  
§  Knowledge of symmetry for rule lists 
§  Theorems: Prefixes of rule lists that are too inaccurate or 

provably non-interpretable are removed (along with 
descendants) 

§  Creates a certificate of optimality – provides best-in-class 
accuracy/interpretability tradeoff 



Back to COMPAS score 

§  ProPublica calculated that on their 
recidivism dataset, COMPAS accuracy 
was 65.37%. 

 
§  Does an interpretable model with that 

accuracy exist? 



Test	accuracy	mean	(std)	=	67.5%	(2%)	



Lower	Bound	

Value	of	ObjecHve	

CerHficate	of	OpHmality	



Rule List Models (Decision Lists) 

o  if (age = 18-20) then Recidivism = yes 
o  else if (male and age = 21-25) then Recidivism = yes 
o  else if (age = 26-30 and priors = 2-3) then Recidivism = yes 
o  else if (priors > 3) then Recidivism = yes 
o  else (no) 

§  if (male and juvenile crimes > 0) then Recidivism = yes 
§  else if (juvenile felonies = 0 and priors > 3) then Recidivism = 

yes 
§  else (no) 



§  Propublica article quotes COMPAS/
Northpointe founder Brennan: 

§  “Brennan said it is difficult to construct a score that 
doesn’t include items that can be correlated with race — 
such as poverty, joblessness and social marginalization. 
“If those are omitted from your risk assessment, 
accuracy goes down,” he said. 



Hima	Lakkaraju	



§  Model should be “causal”: includes 
counterfactual inference 

§  Includes costs of gathering information 
(medical testing) 

§  Costs of treatment (cost of drug & side effects) 

§  Costs of outcome (making a wrong decision) 

§  Gives a prescription of how to test and treat 
each patient. 

Learning Cost-Effective Treatment Regimes 



Learning Cost-Effective Treatment Regimes 

§  If Gender=F, Current-Charge =Minor, Prev-Offense=None then Release on 
Personal Recognizance 

§  Else if Prev-Offense=Yes and Prior-Arrest =Yes then Release on Condition 
§  Else if Current-Charge =Misdemeanor and Age ≤ 30 then Release on 

Condition 
§  Else if Age ≥ 50 and Prior-Arrest=No, then Release on Personal 

Recognizance 
§  Else if Marital-Status=Single and Pays-Rent =No & Current-Charge =Misd. 

then Release on Condition 
§  Else if Addresses-Past-Yr ≥ 5 then Release on Condition 
§  Else Release on Personal Recognizance 



Berk Ustun’s new ADHD scoring system 



 

  
NEVER RARELY SOME- 

TIMES OFTEN VERY  
OFTEN 

How often do you have trouble concentrating on what 
people say to you when they speak to you directly? 

0 4 4 5 5 

How often do you leave your seat in meetings or 
situations in which you are expected to remain seated? 

0 0 1 1 5 

How often do you have difficulty unwinding and 
relaxing when you have time to yourself? 

0 4 4 6 6 

How often do you finish the sentences of people you 
talk to, before they can finish them themselves? 

0 0 2 2 2 

How often do you put things off until the last minute? 0 2 2 4 4 

How often do you depend on others to keep your life 
in order and attend to details? 

0 2 3 3 3 

TOTAL SCORE 0 to 13 14 15 16 17 18 19 to 25 

PREDICTED RISK <5.0% 11.9% 26.9% 50.0% 73.1% 88.1% >95.0% 



Thanks 


